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Highlights 
 

➢ Implementation of Specific Random Forest models enhanced with Snake Optimizer and Equilibrium Optimizer for accurate Pile 
Bearing Capacity (PBC) predictions. 

➢ Validation through comprehensive analysis using soil samples from diverse types and previous stabilization tests. 
➢ Presentation of three distinct models contributing to improved accuracy in PBC predictions. 
➢ Notable advancements in geomechanically applications with significant implications for prediction techniques. 
➢ Synergistic combination of specific models and meta-heuristic algorithms, demonstrating exceptional performance, with the 

model achieving an R2 value of for the entire dataset. 

 
 

Article Info   Abstract 

To achieve highly accurate predictions of Pile Bearing Capacity (PBC), the study employs a cutting-
edge approach featuring Specific Random Forest (RF) prediction models, strategically enhanced 
with two potent meta-heuristic algorithms: the Snake Optimizer (SO) and the Equilibrium 
Optimizer (EO). The effective incorporation of meta-heuristic algorithms establishes a strong basis 
for significantly enhancing the accuracy and effectiveness of PBC estimation. To validate the 
effectiveness of this model, a comprehensive analysis is conducted, leveraging PBC samples 
gathered from diverse soil types derived from previously conducted stabilization tests. The results 
of this research unveil three distinct models: RFEO, RFSO, and an individual RF model. Each of 
these models imparts invaluable insights, enhancing the accuracy of PBC predictions. This study 
not only presents an efficient and time-saving methodology but also holds significant implications 
for various geomechanically applications, marking a notable advancement in PBC prediction 
techniques. The input variables of this study can be defined as Average Cohesion, Average Friction 
Angle, Average Soil Specific Weight, Average Pile-Soil Friction Angle, Flap Number, Pile Area, and 
Pile Length. The synergistic combination of specific RF models with meta-heuristic algorithms 
yields auspicious outcomes, paving the way for real-time PBC estimation across a broad spectrum 
of geological scenarios. Remarkably, the RFSO model exhibits exceptional performance, achieving 
an R2 value of 0.998 for the entire dataset while boasting the lowest RMSE of 109.43. Compared to 
the basic RF and RFEO models, the RFSO model consistently demonstrates superior predictive and 
generalization capabilities. 
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1. Introduction 
Within foundation design, figuring out the precise 

bearing capacity of each driven pile is crucial. While 

applying the same bearing capacity equation to various 

piles in comparable geotechnical conditions, caution 

should be exercised when using this method[1]– [4]. This is 

due to the complexity and incomplete understanding of the 

interaction between the pile and the soil, which causes most 

existing methods only to be somewhat accurate in 

predicting pile-bearing capacity  [5]. These methods' 

limitations in interpreting pile behavior can be attributed 

to the presumptions and simplifications they are built 

upon[6]. The capacity of different piles within a project can 

frequently be determined using one of the static methods 

available to determine base resistance. 

On the other hand, dynamic equations and methods 

that frequently rely on pile and hammer data, as well as pile 

set information to predict oversimplify the pile driving 

process and inadequately consider soil characteristics. 

Even though static tests are the most reliable approach, 

they have drawbacks[7], [8]. If pile loading is stopped 

before failure, interpreting test results cannot be easy. If 

loading continues until the pile fails, the test piles are 

damaged, limiting the applicability of this method to a 

small portion of all piles[9]–[11]. Therefore, there is an 

urgent need for a method that is affordable and capable of 

calculating each driven pile's precise compressive bearing 

capacities. Considering the wide range of variables 

influencing, effective computational algorithms that take 

into account how these variables interact are crucial. 

Artificial Intelligence techniques, for example, offer 

promising solutions in this situation because they do not 

rely on predefined assumptions[12]–[15]. 

In forecasting PBC, Artificial Neural Networks (ANNs) 

and various AI algorithms inspired by the structure and 

functioning of the human brain have become indispensable 

tools[16]–[18]. They are now widely used in many fields of 

science and engineering, particularly Geotechnical 

Engineering. The ability of Machine Learning techniques to 

analyze complex datasets and find patterns that 

conventional methods might miss has been extensively 

used in predicting. A new era of improved precision and 

effectiveness in predicting has arrived as a result of the 

integration of hand. The use of is one notable application of 

in this context[19]–[22]. These networks are designed to 

emulate the interconnected neurons in the human brain 

and have proven highly effective in modeling the complex 

relationships between soil properties, pile characteristics, 

and bearing capacity. Research in this field has 

demonstrated the remarkable precision with which can 

predict, establishing them as a preferred choice for. 

Additionally, ensemble methods have been used to predict. 

To increase accuracy, these algorithms combine predictions 

from various models.  provide accurate estimates of by 

utilizing the combined insights of various decision trees. In 

conclusion, the prediction of has been transformed by and 

AI models, such as and ensemble techniques[23], [24].  are 

able to make more accurate and reliable assessments 

thanks to their capacity for processing complex data and 

uncovering intricate patterns, which ultimately results in 

safer and more effective construction methods. 

This study presents a pioneering approach at the 

intersection of machine learning (ML), artificial 

intelligence (AI), and geotechnical engineering (GE) to 

enhance the accuracy and predictive capabilities of models. 

The employed hybridization technique is meticulously 

designed to optimize the performance of Random Forest 

(RF) models, establishing a foundation for reliable results. 

These hybrid models, integrating the Snake Optimizer (SO) 

and the Equilibrium Optimizer (EO), surpass conventional 

methodologies by harnessing the strengths of two advanced 

optimization techniques. The study systematically 

evaluates the models using rigorous comparisons, 

including metrics such as R2, MAE, RMSE, SMAPE, and 

MDAPE to ensure their effectiveness. This meticulous 

approach mitigates potential biases, providing a more 

precise assessment of the models' capabilities. Beyond 

theoretical advancements, the study also explores the 

practical implications of these findings in real-world 

geotechnical engineering applications. The demonstrated 

improvement in accuracy suggests the potential for these 

hybrid models to significantly enhance decision-making 

processes in geotechnical engineering projects, thereby 

reducing the inherent risks associated with inaccurate 

estimations of PBC. The Snake Optimizer (SO) and 

Equilibrium Optimizer (EO) offer distinct advantages in 

optimization. SO mimics the efficient hunting behavior of 

snakes, enhancing exploration-exploitation balance. EO is 

inspired by the equilibrium in nature, promoting 

convergence speed. Integrating both harnesses their 

complementary strengths, contributing to superior 

optimization outcomes in diverse applications. 

 

2. Materials and Methodology 
2.1. Data gathering 

A comprehensive assessment of Pile Bearing Capacity 

in a soil context demands a meticulous consideration of 

multiple factors, and to streamline this analysis, the study 

thoughtfully partitioned the dataset into three distinct 
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subsets: training, validation, and testing. This research 

builds upon a dataset comprising experimental samples 

gleaned from prior studies, which not only serves to 

validate the empirical distribution method but also bolsters 

the predictive models employed. Leveraging the Random 

Forest model, this study delves into behavior by harnessing 

the inherent predictive prowess of the variables outlined in 

Table. The data collection process for prediction entails the 

assimilation of information from diverse sources, with a 

specific focus on seven critical input variables: Average 

Cohesion, Average Friction Angle, Average Soil Specific 

Weight, Average Pile-Soil Friction Angle, Flap Number, Pile 

Area, and Pile Length. For instance, Flap number is a 

unique number reflexing the condition of soil and the 

interactions between soil and pile which depends upon the 

type of the given test hammer. Also, The Pile-Soil Friction 

Angle represents the resistance between a pile and the 

surrounding soil, crucial for the stability of pile 

foundations. These variables provide a holistic view, 

encompassing a gamut of soil scenarios and conditions that 

impact pile behavior and bearing capacity[25]. The primary 

objective in amassing this data is establishing an all-

encompassing and representative dataset, facilitating the 

training and assessment of predictive models, and yielding 

precise estimates[26]. Fig.  visually presents the frequency 

distribution of each variable through a histogram plot. 

 
Table 1. The statistic properties of the input variable of PBC.

Variables 
 Indicators 

Category 𝑀𝑖𝑛 𝑀𝑎𝑥 𝐴𝑣𝑔 𝑆𝑡. 𝐷𝑒𝑣. 

Average Cohesion (𝑘𝑁/𝑚2) 𝐼𝑛𝑝𝑢𝑡 0.00 475.00 93.08 83.66 

Average Friction angle (°) 𝐼𝑛𝑝𝑢𝑡 0.00 39.00 19.97 15.35 

Average soil Specific weight (𝑘𝑁/𝑚2) 𝐼𝑛𝑝𝑢𝑡 0.00 55.51 7.23 7.71 

Average Pile-Soil friction angle (°) 𝐼𝑛𝑝𝑢𝑡 0.00 41.00 15.21 13.77 

Flap Number 𝐼𝑛𝑝𝑢𝑡 0.00 2291.00 214.28 464.36 

Pile Area (𝑚2) 𝐼𝑛𝑝𝑢𝑡 0.01 35.72 3.10 6.25 

Pile Length (m) 𝐼𝑛𝑝𝑢𝑡 3.00 207.00 22.57 19.10 

Pile Capacity (KN) 𝑂𝑢𝑡𝑝𝑢𝑡 480.00 9350.00 2723.35 1836.33 
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Fig. 1. The histogram-distribution plot for input and output. 

 

Correlation between input and output parameters is 

illustrated in Figure 2. According to this figure, if Flap 

Number, Pile Area, and Pile Length possess a higher 

amount, it will result in higher PBC values. A higher 

Average Cohesion, and Average Pile-Soil Friction Angle 

amounts decrease the values of PBC. In summary, the input 

parameters can all impact the PBC. By optimizing these 

parameters, the desired properties and performance of the 

PBC will be achievable.  
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Fig. 2. The correlation between input and output parameters. 

 

 
2.2. Random forest (RF) 

2.2.1. Principle of RF 

A random forest classifier consists of a set of tree-

structured classifiers represented as {𝑏(𝑥, ℵ𝑙), 𝑞 = 1, … }, 

with each tree making a unit vote to determine the most 

popular class for a given input 𝑥. Here, the { ℵl} denote 

independent identically distributed random vectors. A 

random forest consists of multiple tree-structured 

classifiers developed using a training sample set and a 

random variable, { ℵl}, for the 𝑞 − 𝑡ℎ tree in Breiman's 

model [27]. The random variables are independent and 

identically distributed between any two trees, resulting in 

the creation of a classifier 𝑏(𝑥, ℵ𝑙), where x represents the 

input vector. By running the algorithm 𝑙 times, a sequence 
of classifiers {𝑏1(𝑥), 𝑏2(𝑥), . . . , 𝑏𝑞(𝑥)} is generated, which 

can be utilized to create multiple classification models. A 

standard majority vote determines the final output of the 

system, and the decision function is calculated accordingly. 

𝐵(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑝 ∑ 𝐹(𝑏𝑖(𝑥) = 𝑉)

𝑞

𝑖=1

 (1) 

Each tree has the right to vote for the best classification 

result for a given input variable, and the combination of 

these individual decision tree models is denoted as 𝐵(𝑥). 

The output variable is 𝑉, and the indicator function is 

represented as 𝐹(. ) [28].  

 

2.2.2. Characters of RF 

The margin function [29], which is employed in 𝑅𝐹 to 

assess the extent by which the average number of votes for 

the correct class at 𝑋, 𝑉, surpasses that for the incorrect 

class, can be defined as: 

𝑚𝑐(𝑋, 𝑉) = 𝑎𝑣𝑙𝐹(𝑏𝑙(𝑋) = 𝑉) −
𝑚𝑎𝑥𝑗≠𝑉𝑎𝑣𝑙𝐹(𝑏𝑙(𝑋) = 𝑗)  

(2) 

The margin function gauges the precision and assurance of 

the classification prediction, with a more significant value 

denoting heightened accuracy and confidence [30]. The 

generalization error for this classifier can be defined as: 

𝑂𝑆∗ = 𝑂𝑋,𝑉(𝑚𝑐(𝑋, 𝐹) < 0) (3) 

Leo Breiman established that the random variable 𝑏𝑞(𝑋) =

𝑏(𝑥, ℵ𝑞), follows the Strong Law of Large Numbers when 

the number of decision trees is sufficiently large. As the 

number of decision trees increases, 𝑂𝑆 ∗ converges to a 

specific value for almost all sequences of ℵ1 Breiman also 

demonstrated that 𝑅𝐹 is not susceptible to overfitting and 

can yield a limiting value for the generalization error. 
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𝑂𝑥,𝑉(𝑂𝜃(𝑏𝑙(𝑥, 𝜃) = 𝑉) − 𝑚𝑎𝑥𝑗≠𝑉𝑂𝜃(𝑏(𝑥, 𝜃) = 𝑗) <

0)  
(4) 

Leo Breiman's work also established an upper bound for the 

generalization error. 

𝑂𝑆∗ ≤ �̅�(1 − 𝑧2)/𝑧2 (5) 

Two factors that influence the generalization error of 𝑅𝐹 are 

the strength of each tree in the forest, denoted by (𝑧), and 

the correlation between the trees, represented by the 

average correlation value  �̅� . A lower correlation value 

indicates reduced interdependence between the trees, 

which results in improved performance for the 𝑅𝐹 [31]. 

 

Fig. 3. The flowchart of the RF method 

 

 
2.3. Snake optimizer (SNO) 

The snakes' mating rituals serve as an inspiration for 

the SNO algorithm. The search process is divided into two 

phases based on this information: exploitation and 

exploration [32]. 

 

2.3.1. Initialize  

As with all metaheuristic algorithms, 𝑆𝑁𝑂 initiates by 

creating a uniform random population to kickstart the 

optimization process. The following equation yields the 

initial population: 

𝑥𝑖 = 𝑥𝑚𝑖𝑛 + 𝑟𝑎𝑛𝑑 × (𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛)  (6) 

The position of the 𝑖𝑡ℎ individual, 𝑥𝑖, can be determined 

using the equation, where 𝑟𝑎𝑛𝑑 is a random number 

between 0 and 1, and 𝑥𝑚𝑎𝑥  and 𝑥𝑚𝑖𝑛  represent the upper 

and lower bounds of the problem, alternatively. 

 

2.3.2. Search Phase 

When 𝐹 is less than 0.25, the snake explores by 

adjusting its position based on its current location and 

selecting a random point. To model food quality, 

temperature, and the search phase, the following 

calculations can be employed: 

𝐹 = 𝑠1 × exp (
𝑟 − 𝑅

𝑅
) (7) 

Temp = exp (
−𝑟

𝑅
) (8) 

𝑋𝑖(𝑡 + 1) = 𝑋𝑟𝑎𝑛𝑑(𝑡) ± 𝑠2 × 𝐵 × ((𝑋𝑚𝑎𝑥 −

𝑋𝑚𝑖𝑛) × 𝑟𝑎𝑛𝑑 + 𝑋𝑚𝑖𝑛)  
(9) 

In the context presented, the constants 𝑠1 and 𝑠2 are defined 

as 0.5 and 0.05, respectively. Here, 𝑟 represents the current 

repetition, while 𝑅 signifies the maximum number of 

repetitions. Additionally, 𝑋𝑟𝑎𝑛𝑑 denotes the randomly 

determined position, and 𝑟𝑎𝑛𝑑 signifies a randomly 
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generated number ranging from 0 to 1. The ability to locate 

food, denoted as 𝐵, is further elaborated as follows: 

𝐵 = exp (
−𝑞𝑟𝑎𝑛𝑑

𝑞𝑖

) (10) 

In this context, 𝑞𝑟𝑎𝑛𝑑 represents the fitness of 𝑋𝑟𝑎𝑛𝑑, while 

𝑞𝑖 denotes the fitness of the individual at the 𝑖 − 𝑡ℎ position. 

 

2.3.3. Exploitation phase 

When both 𝐹 is higher than 0.25 and the temperature 

exceeds 0.6, the snake's movement will be exclusively 

directed towards the food source. This movement can be 

quantified through the following calculation: 

𝑋𝑖,𝑗(𝑡 + 1) = 𝑋𝑓𝑜𝑜𝑑 ± 𝑠3 × 𝑀 × 𝑟𝑎𝑛𝑑 × (𝑋𝑓𝑜𝑜𝑑 −

𝑋𝑖,𝑗(𝑡))  
(11) 

In this context, 𝑋𝑖,𝑗 represents the position of the snake, 

𝑋𝑓𝑜𝑜𝑑  denotes the optimal position and 𝑠3 corresponds to a 

constant value of 2. When the temperature falls below 0.6, 

the snake enters either the fight mode or the mating mode, 

which can be defined as per Eq. (12): 

𝑋𝑖(𝑡 + 1) = 𝑋𝑖 + 𝑠3 × 𝐴 × 𝑟𝑎𝑛𝑑 × (𝐹 × 𝑋𝑏𝑒𝑠𝑡 −

𝑋𝑖(𝑡))  
(12) 

In this scenario, 𝑋𝑖  refers to the position at the 𝑖 − 𝑡ℎ 

iteration, 𝑋𝑏𝑒𝑠𝑡  signifies the most optimal position, and 𝐴 

represents the capability to engage in combat. The 

computation of 𝐴 can be expressed as follows: 

𝐴 = exp (
−𝑞𝑏𝑒𝑠𝑡

𝑞𝑖

) (13) 

In this context, 𝑞𝑏𝑒𝑠𝑡  represents the highest fitness value, 

while 𝑞𝑖 denotes the fitness of the individual. The process of 

mating mode can be determined through the following 

calculation: 

𝑋𝑖(𝑡 + 1) = 𝑋𝑖 + 𝑠3 × 𝐺 × 𝑟𝑎𝑛𝑑 × (𝐹 × 𝑋𝑖(𝑡)) (14) 

In this context, 𝐺 represents the mating capability. This can 

be quantified using the following calculation: 

𝐺 = exp (
−𝑞𝑖

𝑞𝑖

) (15) 

Upon successful egg hatching, the protocol involves 

selecting the least proficient snake and replacing it: 

𝑋𝑤𝑜𝑟𝑠𝑡 = 𝑋𝑚𝑖𝑛 + 𝑟𝑎𝑛𝑑 × (𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛) (16) 

Here, the worst individual is indicated by 𝑋𝑤𝑜𝑟𝑠𝑡. 

The directional flag operator ±, often referred to as the 

diversity factor, possesses the capacity to enhance or 

diminish the positional solution, thereby increasing the 

likelihood of the agent altering its direction and effectively 

exploring the given space from various perspectives. This 

parameter is of the utmost importance in meta-heuristic 

algorithms, which are inherently built to include 

randomness for enhanced diversification. 

 
2.4. Equilibrium Optimizer (EO) 

The well-mixed dynamic equilibrium analysis solution 

within the control volume was the basis for the Equilibrium 

Optimizer (𝐸𝑂). The 𝐸𝑂 optimization procedure, like some 

other modern algorithms, can unintentionally create a 

population in the various dimensions of the search area for 

the optimizations matters, where the particles are the 

solutions and the concentration acts as the positions of the 

particles [32]. Along with the uniform random initialization 

of the first accumulations, the searching area and 

population dimensions can be introduced in the following 

ways depending on the particle count [33]: 

𝐶𝑑
𝑘 = 𝐶𝑑

𝑚𝑖𝑛 + (𝐶𝑑
𝑚𝑎𝑥 − 𝐶𝑑

𝑚𝑖𝑛
) × 𝑟𝑎𝑛𝑑𝑑

𝑘      𝑘 =

1,2, … , 𝑚        
(17) 

The four candidates lead the 𝐸𝑂 to improve the exploring 

phase, while others support the exploiting stage [34]. 

𝐶𝑒,𝑝𝑜𝑜𝑙 = {𝐶𝑒,1, 𝐶𝑒,2, 𝐶𝑒,3, 𝐶𝑒,4, 𝐶𝑒,𝑝𝑜𝑜𝑙} (18) 

In iterations, the particle density would be updated 

accidentally among the chosen candidates with a similar 

probability of selection. Nevertheless, for the iteration first, 

the initially opted particle updates all concentrations 

corresponded to 𝐶. Afterward, in the next epoch, the 

concentrations of the similar particles can be upgraded 

according to 𝐶𝑒,𝑚𝑒𝑎𝑛. The updated process repeats for 

particles until the end of the process. The exponential 

variable of 𝑈 assists the concentrating update principal to 

achieve the proper equilibrium among exploration and 

exploitation, calculated as follows. 

𝑈 = exp (−𝑣(𝑡 − 𝑡0)) (19) 

The 𝑡 value declined if the number of iterations went up. 

𝑡 =  (1 − 𝑖𝑡𝑟/𝑚𝑎𝑥𝑖𝑡𝑟)(ℎ2×𝑖𝑡𝑟/𝑚𝑎𝑥𝑖𝑡𝑟) (20) 

𝑡0 = 𝑡 + 1/ѵ × ln (−ℎ1𝑠𝑖𝑔𝑛(𝑟1 − 0.5)[1 −

exp(−ѵ𝑡)])  
(21) 

In this regard, the term (𝑟1 − 0.5) affects exploitation and 

exploration phases. The following equation must be 

considered to improve the ability to exploit and explore 

convergence ensuring. Moreover, for improving the 

exploiting stage, the generation rate is progressed as the 
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primary step in the 𝐸𝑂 algorithm process that provides 

optimal solutions. 

𝐺 = GRC × (𝐶𝑒 − ѵ𝐶) × exp(−𝛿(𝑡 − 𝑡0)) (22) 

𝐺𝑅𝐶 = {
0.5𝑟2          𝑖𝑓        𝑟3 ≥ 𝐺𝑃
0                 𝑖𝑓        𝑟3 ≤ 𝐺𝑃

  (23) 

The rule of update for 𝐸𝑂 can obtained by Eq. (24). 

𝐶 = 𝐶𝑒 +(𝐶 − 𝐶𝑒) U + G × 1/ ѵ × (1 − 𝑈) (24) 

The fittest value of every particle in the current iteration is 

compared to an identical value in the previous iteration and 

will be stored if it results in an improved value. This 

procedure assists the ability of exploitation but may raise 

the chance of falling in local minima if the technique does 

not achieve benefit from the ability of global exploration. 

More details of the 𝐸𝑂 algorithm is reported in.  

 
2.5. Performance evaluation methods 

This article uses a variety of metrics to assess the 

models, including the previously mentioned Median 

Absolute Percentage Error (𝑀𝐷𝐴𝑃𝐸), Correlation 

Coefficient (R2), Mean Square Error (𝑀𝐴𝐸), Symmetric 

Mean Absolute Percentage Error (𝑆𝑀𝐴𝑃𝐸), and Root Mean 

Square Error (𝑅𝑀𝑆𝐸). Excellent performance of the 

algorithm during the phases of training, validation, and 

testing is indicated by a high R2 value. On the other hand, 

lower 𝑅𝑀𝑆𝐸 and 𝑀𝐴𝐸 values are preferable because they 

show less model error. Eqs. (25 − 29) are used to calculate 

these metrics. 

𝑅2 = (
∑ (ℎ𝑖−ℎ̅)(𝑞𝑖−�̅�)𝑊

𝑖=1

√[∑ (ℎ𝑖−ℎ)2𝑊
𝑖=1 ][∑ (𝑞𝑖−�̅�)2𝑊

𝑖=1 ]

)

2

  (25) 

𝑅𝑀𝑆𝐸 = √
1

𝑊
∑(𝑞𝑖 − ℎ𝑖)

2

𝑊

𝑖=1

 (26) 

𝑀𝐴𝐸 =
1

𝑊
∑|𝑞𝑖 − ℎ𝑖|

𝑊

𝑖=1

 (27) 

𝑆𝑀𝐴𝑃𝐸 =
100

𝑊
∑

2 × |𝑞𝑖 − ℎ𝑖|

|𝑞𝑖| + |ℎ𝑖|

𝑊

𝑖

 (28) 

𝑀𝐷𝐴𝑃𝐸 = 100 × 𝑚𝑒𝑑𝑖𝑎𝑛 (
|𝑞𝑖 − �̅�|

|ℎ𝑖 − ℎ̅|
) (29) 

In these equations, ℎ𝑖 and 𝑞𝑖 refer to the predicted and 

experimental values, respectively. The mean values of the 

experimental samples and predicted are represented by ℎ̅ 

and �̅�. Alternatively, 𝑊 denotes the number of samples 

being considered. 

 

3. Result and Discussion 
In the context of machine learning, hyperparameters 

are parameters that are pre-defined before the training 

process and remain constant during the training phase. 

This research set up the optimizers by specifying 

hyperparameters such as n_estimators, max_depth, and 

min_samples_split. By tuning these hyperparameters 

effectively, it is feasible to enhance the performance of the 

optimizer and avoid problems such as underfitting or 

overfitting of the model. Consequently, selecting suitable 

hyperparameters is essential in building a dependable and 

precise machine-learning model. 

 
Table 2. The results of hyper parameters for RF.

Models 
Hyper parameter 

n_estimators max_depth min_samples_split 

RF 100 None 2.00E+00 

RFSO 409 877 19 

RFEO 710 47 49 

The study's objective was to make predictions for 𝑃𝐵𝐶 using 

three distinct models: 𝑅𝐹, 𝑅𝐹𝑆𝑂, and 𝑅𝐹𝐸𝑂. To ensure an 

unbiased assessment of these models' performance, the 

study divided experimental measurements into three 

phases, as shown in Table 2: training (70%), validation 

(15%), and testing (15%). To comprehensively evaluate 

and compare these algorithms, the study employed five 

statistical metrics: R2, 𝑅𝑀𝑆𝐸, 𝑀𝐷𝐴𝑃𝐸, 𝑆𝑀𝐴𝑃𝐸, and 𝑀𝐴𝐸. 

➢ The primary focus of model evaluation was on the 

R2 values, which indicate how well the independent 

variable explains the variance in the dependent 

variable. During the training phase, the 𝑅𝐹𝑆𝑂 

model exhibited exceptional predictive accuracy, 

achieving the highest R2 value of 0.998 among all 

models, surpassing the others. In contrast, the 𝑅𝐹 
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model displayed slightly lower R2 values of 0.985 

during the training phase. 

➢ Furthermore, the study examined other error 

indicators, including 𝑅𝑀𝑆𝐸, which ranged from 

109.43 to 261.87. Notably, the 𝑅𝐹𝑆𝑂 model 

demonstrated the lowest errors, while the 𝑅𝐹 

model had the highest. 

➢ Additionally, the study considered the 𝑀𝐷𝐴𝑃𝐸 

value, with the 𝑅𝐹 model having the highest value 

of 6.591 during the training phase, while the 𝑅𝐹𝑆𝑂 

model had the lowest value of 2.665 during the 

same phase. 

➢ For 𝑀𝐴𝐸 and 𝑆𝑀𝐴𝑃𝐸, the 𝑅𝐹 model had the highest 

and least favorable values during the training 

phase (𝑀𝐴𝐸: 193.70), and the 𝑅𝐹𝐸𝑂 model also had 

the highest and least favorable value during the 

training phase (𝑆𝑀𝐴𝑃𝐸: 0.0004). 

Overall, the results indicate that the 𝑅𝐹𝑆𝑂 model 

outperformed the 𝑅𝐹 and 𝑅𝐹𝐸𝑂 models in particular 

phases. However, when choosing a model for real-world 

applications, it is essential to consider other factors such as 

model complexity, computational efficiency, and ease of 

implementation. 

 
Table 3. Performance indices of proposed models 

Models RF RFSO RFEO 

Section Train Validation Test Train Validation Test Train Validation Test 

RMSE 261.87 370.32 395.02 109.43 216.61 220.55 225.71 369.28 363.35 

R2 0.985 0.976 0.952 0.998 0.995 0.990 0.993 0.988 0.975 

MAE 193.70 254.02 295.78 82.88 153.41 168.60 173.69 262.96 288.47 

SMAPE 0.0004 0.0025 0.0030 0.0001 0.0015 0.0017 0.0004 0.0026 0.0030 

MDAPE 6.591 9.074 9.635 2.665 4.649 5.862 6.023 8.930 11.024 

Fig. 4 presents a scatter plot illustrating the performance of 

hybrid models across the three stages of training, 

validation, and testing. The assessment relies on two crucial 

criteria, namely R2 and 𝑅𝑀𝑆𝐸. R2 quantifies the agreement 

between predicted and observed values, while 𝑅𝑀𝑆𝐸 

characterizes the extent of dispersion or prediction error. 

In the case of the 𝑅𝐹𝑆𝑂 model, the data points are closely 

grouped around the central line, indicating its exceptional 

accuracy across all three phases. The tight clustering 

between predicted and actual values signifies minimal 

dispersion and a high level of agreement. In contrast, the 

𝑅𝐹𝐸𝑂 and 𝑅𝐹 models exhibit a more evenly spread 

distribution of data points around the central line, 

suggesting comparable performance levels. However, 

compared to the 𝑅𝐹𝑆𝑂 model, this broader dispersion 

implies a higher degree of error and somewhat reduced 

accuracy. 

 

  



           

110 
 

 

Fig. 4. The scatter plot for developed hybrid models. 

 

Using a line plot in Fig. 5, this study compares expected and 

observed 𝑃𝐵𝐶. Training, validation, and testing comprise 

these graphical representations three main sections. The 

model's accuracy depends on how well the expected 

behavior matches the observed behavior. The measured 

values for these three phases differ slightly from one 

another. Notably, this divergence is caused by the 𝑅𝐹𝑆𝑂 

model having the highest proportion of predicted points 

higher than measured points. The predicted and measured 

points of the 𝑅𝐹 and 𝑅𝐹𝐸𝑂 models exhibit some variance, 

but their precision is slightly lower than that of the 𝑅𝐹𝑆𝑂 

model.  

 

 

 

 

Fig. 5. The comparison of measured and predicted values. 
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A histogram-density plot, as seen in Fig. 6, displays the 

distribution of error percentages among the presented 

models during the aforementioned training, validation, and 

testing phases. Remarkably, the 𝑅𝐹𝑆𝑂 model demonstrated 

impressive accuracy, maintaining the lowest error rates 

throughout each stage, ranging from −10% to 15%. 

Throughout the training phases, the error rate for the 𝑅𝐹 

model fluctuated between −20% and 30%. Despite the 

discrepancy, all three models displayed a commendable 

level of prediction accuracy. 

 

  

 

Fig. 6. The error percentage for the hybrid models is based on a histogram density plot. 

 

In Fig. 7, a box plot illustrates the error percentages related 

to the models investigated in this study. Throughout the 

training phase, the 𝑅𝐹𝑆𝑂 model demonstrated a consistent 

0% average error rate, exhibiting minimal variance. The 

error distribution was quite favorable, consistently 

remaining below the 10% threshold. In contrast, the 𝑅𝐹 

model displayed dispersion across three distinct phases, 

featuring a symmetric and evenly distributed standard 

curve. However, the model kept its error percentage within 

the 20% range. On the other hand, 𝑅𝐹𝐸𝑂 exhibited the most 

notable and diverse deviations. An extraordinary outlier 

data point during the evaluation phase accounted for more 

than 20% of the dataset, an uncommon occurrence in 

statistical analysis. 

 

Fig. 7. The box plot of errors among the developed models. 
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4. Conclusion 
A significant and complex challenge in pile analysis 

and design is to predict the ultimate bearing capacity of 

piles (𝑃𝐵𝐶) using field experimental data and 

𝐴𝐼 techniques. The goal of this research is to develop 

innovative 𝐴𝐼 predictive models for 𝑃𝐵𝐶 estimation. To 

achieve this goal, the current study uses the Random Forest 

(𝑅𝐹) model and cutting-edge 𝑀𝐿 techniques to forecast 

𝑃𝐵𝐶. Two meta-heuristic algorithms, the Snake Optimizer 

(𝑆𝑂) and the Equilibrium Optimizer (𝐸𝑂), are seamlessly 

integrated to improve the predictive performance of the 𝑅𝐹 

model. By conducting an exhaustive evaluation 

encompassing various performance assessment metrics 

detailed in the corresponding section, this study quantifies 

these models' effectiveness and predictive capabilities in 

estimating 𝑃𝐵𝐶 properties. The ensuing results emanate 

from this meticulous evaluation process. 

1. This study showed that the 𝑅𝐹𝑆𝑂 models had the 

highest R2 values and the 𝑅𝐹 model had the lowest 

R2 values, despite the difference being only 1.2%.  

2. Surprisingly, with a staggering 79% decrease from 

the 𝑅𝐹 values, the 𝑅𝑀𝑆𝐸 values for the 𝑅𝐹𝑆𝑂 

models consistently emerged as the most 

impressive.  

3. According to the error indicators, the 𝑅𝐹𝑆𝑂 

models performed better than the 𝑅𝐹 and 𝑅𝐹𝐸𝑂 

models, showing lower error values. 

4. The 𝑆𝑂 optimizer and 𝑅𝐹 combination was highly 

successful in achieving high accuracy in predicting 

𝑃𝐵𝐶 based on this noteworthy result. 

5. This study presents a novel 𝑀𝐿 and 𝐴𝐼 model for 

predicting 𝑃𝐵𝐶 mechanical properties, with 

potential applications in the engineering and 

building sectors. 
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