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Highlights 
 

➢ Development of an optimal machine learning prediction models to evaluate high-performance concrete strength property 

➢ Marine predator and grasshopper optimization algorithms are used for enhancing the accuracy of machine learning models 

➢ The results of hybrid models show that the marine predator-based algorithm has better performance than grasshopper-based 
model 

➢ The values of R2 for MPA-SVR and GOA-SVR are reported as 0.9939 and 0.9873.  

 

Article Info   Abstract 

The prominent mechanical property of concrete is compressive strength which guarantees the 
performance and safety of the structure in its life cycle. Assessment of compressive strength, 
especially for high-performance concrete, is first due to the nonlinear relationship between the 
compressive strength and the concrete constituents. Second, the supplementary cementitious 
materials admixed with the mix design of high-performance concrete encounter difficulties. The 
machine learning-based method, which relies on data mining, helps develop reliable and precise 
models to predict compressive strength. The present study employs a machine learning-based 
support vector regression (SVR) method to implement compressive strength prediction. The model 
accuracy was enhanced and strengthened by tuning the practical constraints of the support vector 
regression method. Marine predator and grasshopper optimization algorithms are performing the 
tuning process. The results of hybrid models show that the marine predator-based algorithm (MPA-
SVR) played better than the grasshopper-based model (GOA-SVR) in predicting the compressive 
strength of high-performance concrete. The values of R2 for MPA-SVR and GOA-SVR are reported 
as 0.9939 and 0.9873, which implies that the MPA-SVR is more capable of implementing the 
compressive strength prediction. 
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1. Introduction 
In modern engineering structures, concrete covers a 

vast usage rate [1]. The difference in concrete mixtures 

provided modern concrete as high-performance concrete 

(HPC). HPC concrete is assumed as homogeneous concrete 

consisting of high-quality, cohesive materials, fine and 

coarse aggregates, and effective fine admixtures with a high 

rate of durability and workability [2], [3]. The usage of high-

performance concrete is desired in the construction 
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industry, such as houses, bridges, and other components, 

due to its positive effects on the reduction of concrete 

structure size, reducing the utilization of materials, 

increasing the durability of concrete, and the increment in 

the structures service life [4], [5]. The HPC concrete usually 

adds admixtures such as chemical, mineral, and fibrous 

material [6], [7]. 

The fly ash (FA) contains spherical-shaped glass 

beads, quartz, mullite, and a tiny number of inorganic 
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crystals gathered from a coal-burning power plant flue [8]. 

The FA has pozzolanic feedback and rarely shows a self-

hardening property. Moreover, the FA is a dust-like powder 

that replaces binder materials in the concrete mix design. 

Existing FA in the combination of the concrete has 

important effects on the concrete reaction and properties. 

For instance, its spherical shape facilitates the lubrication 

impact of the particle to cease segregation and bleeding and 

improves the workability of concrete. The FA pozzolanic 

feedback improves long-term compressive strength. 

Furthermore, the FA decreases the permeability of concrete 

due to its particle size leading to the enhancement of 

concrete persistence against diverse destructive 

environmental conditions and a structure with high 

density. Notably, the compressive strength of concrete with 

the FA mainly depends on the water to cement ratio, the 

amount of the FA, and the properties of other components 

combined in the concrete mix design [9]–[11]. 

Silica fume (SF) is utilized as a mineral admixture in 

the concrete mixture. This material is produced in the 

manufacturing process of silicon, ferrosilicon, and the most 

active pozzolanic ferroalloys [12], [13]. The pozzolanic 

reaction of the SF charges the concrete to show better 

bonding on the interface zone, especially in the paste 

aggregate of cement. Adding SF in concrete mix design is 

preferred to handle two tasks: filling the filler (mechanical 

aspect) and providing a high pozzolanic reaction in the 

concrete (chemical aspect). The pozzolanic reaction of SF in 

concrete helps form a secondary calcium silicate hydrate. 

This pozzolanic reaction of dust like SF is very prompt in 

the first seven days of concrete life, which causes 

enhancement of the short-term strength of concrete [3], 

[14], [15]. HPC concrete is a workable, durable, and highly 

abrasion-resistance concrete in which the water to cement 

ratio is low in its mixture and is cured perfectly [16]. The SF 

in the HPC concrete is preferred because of its extra-fine 

particle size and high pozzolanic feedback. Effects of the SF 

in the concrete are improved with the proper combination 

of superplasticizers where the amount of superplasticizer 

directly relates to the amount of the SF [17].

 
Table 1. the statistical features of variables applied in the hybrid models’ development 

Train 
Variables B FA MS SP CA TA W SP (%) AGE CS 
Unite (Kg/m3) (Kg/m3) (Kg/m3) (Kg/m3) (Kg/m3) (Kg/m3) (Kg/m3) (Kg/m3) (days) (MPa) 
Min 394 0 0 0 1086 1668 118.2 0 28 24 
Max 500 275 43.3 13 1157 1867 205 13 180 106.3 
Average 419.7458 97.84274 22.05508 4.562712 1132.602 1804.941 165.0525 4.562712 69.64407 64.4922 
St. 
Deviation 

41.1472 70.4681 17.7835 3.2628 24.8613 64.1614 28.2237 3.2628 49.3538 14.6519 

Test 
Min 394 0 0 0 1086 1681 118.2 0 28 35.6 
Max 500 225 43.3 10.5 1157 1867 205 10.5 180 107.8 
Average 415.16 106.158 21.342 4.2576 1135.86 1807.78 167.02 4.2576 66.04 62.947 
St. 
Deviation 

37.850 53.0627 18.270 2.6705 23.3762 61.6329 30.0516 2.67059 51.8655 17.0076 

 

Compressive strength is the significant factor that 

undertakes other properties of concrete and concrete 

structure safety. The most common way of assessing 

compressive strength is to perform physical and 

mechanical tests on the casting concrete. The other way is 

to use numerical simulations. In this method, the simplified 

form of materials is considered. The results are changed 

with the diverse forms of concrete structure discretization, 

which leads to random results. Using empirical regression 

models does not converge to accurate results due to the 

nonlinear relation between the compressive strength and 

the concrete constituents [18]–[20]. In recent years, 

machine learning-based methods have been widely applied 

in civil engineering[21]–[27]. These methods are mainly 

based on the dataset, and the method’s accuracy is 

impressive of the sample set properties driven from 

literature. Some of these methods are artificial neural 

networks stochastic models [28]–[30], and other machine 

learning methods such as support vector regression (SVR) 

[31]and ensemble techniques [32]–[38]The shortage of 

these models is their black-box nature, which does not 

directly relate to the compressive strength and the concrete 

constituent variables. However, machine learning-based 

models serve as an accurate and healthy prediction of 

compressive strength.[39]–[45] 

The present study focuses on adapting the support 

vector regression (SVR) method to predict compressive 

strength. The aim can be simplified in the accurate 

prediction of HPC compressive strength. A data set 

containing different combination designs of HPC is 

provided from the literature, including the FA, SF, and 

superplasticizer. The robustness of the SVR model is 

studied to be enhanced by two novel optimization 

algorithms; marine predator and grasshopper. The tuned 
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SVR models by the optimization algorithm are assessed by 

considering different evaluation metrics. Both models 

developed a precise prediction of HPC compressive 

strength. Finally, the best model is determined with the 

optimal structure. 

 

(a) 

 

(b) 
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(c) 

Fig. 1. admixtures applied in the high-performance concrete mix design to compressive strength: a) fly ash, b)silica fume, c) 
superplasticizer 

 

2. Materials and methodology 
2.1.  Data collection 

The dataset collected from the literature consists of 

168 samples of different mix designs of HPC[46]. The 

mixed design applies to the mix design of the admixtures of 

fly ash, silica fume, and superplasticizer with various 

replacement percentages. The cement utilized in this data 

set is equal to ASTM type 1. The fly ash is of class F fly ash 

with low calcium equal to ASTM class F, and the silica fume 

is the condensed form of silica fume. The maximum and 

minimum fly ash and silica fume percentages are 0 to 55% 

and 0 to 5%, respectively. The coarse aggregate is crushed 

granite; the maximum size for mixes with water to cement 

ratio of 0.3 is 10 mm, and for the ratios of 0.4 and 0.5 is 20 

mm. the dataset variables are fly ash (kg/m3), silica 

fume(kg/m3), superplasticizer (%), water (kg/m3), coarse 

aggregate (kg/m3), total aggregate(kg/m3), age (days) of 

concrete, cement (kg/m3) and the values of compressive 

strength (MPa). The range of admixtures and the related 

compressive strength are depicted in Fig.1. furthermore, 

the statistical properties of dataset variables are 

summarized in table 1. 
2.2. Support vector regression (SVR) 

The support vector machine (SVM) was primarily 

utilized for classification problems[47]. The regression 

form of SVM is the support vector regression (SVR) works 

by determining tolerance for regression displayed by 𝜀. The 

𝜀 defines the tolerance band, width. The SVR method is 

classified as a supervised learning technique that finds the 

best solution by an optimal hyper-plane process 

segregating the classification and regression phase of the 

method[48]. 

𝑚𝑖𝑛𝑤,𝑏 =
1

2
‖𝜔‖2 + 𝐶 ∑ (𝜉𝑖 + 𝜉𝑖

∗)
𝑚

𝑖=1
 

𝑠. 𝑡.    {

𝑦𝑖 − (𝜔𝑇𝑥𝑖 + 𝑏) ≤ 𝜀 + 𝜉𝑖

(𝜔𝑥𝑖 + 𝑏) − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗

𝜉𝑖 , 𝜉𝑖
∗ ≥ 0

} 

(1) 

In the equation above 𝜔 is the indicator of weight and 

𝜉 the violation values of the boundary. 𝑏 is the bias factor. 𝜀 

and 𝐶 define the deviation from the hyper-plane and 

regularization factors, respectively. In the fitness function 

of minimization, two terms are considered that carry 

different tasks 
1

2
 ‖𝑤‖2 : in charge of increasing the distance between 

the hyper-plane and samples. 

𝐶 ∑ (𝜉𝑖 + 𝜉𝑖
∗)𝑚

𝑖=1  : in charge of the adjuster's role of 

keeping the distance of the hyper-plane and samples to the 

lowest value of 1. 

Its transition to a hyper-plane is implemented using a 

kernel function for a nonlinear dataset. The most applied 

kernel function is the quadratic kernel function [49] 

𝐾(𝑥, 𝑦) = 𝑒𝑥𝑝 (−𝛾‖𝑥 − 𝑦‖2) (2) 

𝛾 =  −1 2 × 𝑠𝑖𝑔𝑚𝑎2⁄  (3) 

Hence, the parameters that tune an SVR model are 𝜀 

and 𝐶 and 𝑠𝑖𝑔𝑚𝑎. The determination of these parameters is 

effective in the accurate prediction of HPC. 
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2.3.  Marine predator algorithm (MPA) 

The marine predator algorithm is an innovative 

metaheuristic algorithm introduced by Faramrzi[50] et al. 

The predator employs an accepted foraging strategy, 

namely Brown and Levy random migration, in interacting 

with the prey. The Levy movement is for small prey, and the 

Brown is for highly focused prey. The Levy movement 

implements the exploration phase, which includes step-

obeyed jumps. The BROWNIAN movement of step-fixed 

movement covers the exploitation phase. The predator’s 

behavior is impressed by environmental factors such as 

aggregating devices of fish and eddy formation. The 

mathematical formulation of MPA is as follows.[51] 

- The Brownian movement of prey, updating the Prey 

Matric: 

 

𝑠𝑡𝑒𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  𝑗 = 𝑅𝐿
⃗⃗ ⃗⃗ ⊗ (𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑗 − ( 𝑅𝐿
⃗⃗ ⃗⃗ ⊗ 𝑝𝑟𝑒𝑦⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑗)) (4) 

𝑝𝑟𝑒𝑦⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑗 = 𝑝𝑟𝑒𝑦⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑗 + (𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑗 − (𝑃. �⃗� ⊗ 𝑠𝑡𝑒𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  𝑗) (5) 

Where 𝑅𝐿 is a vector of a random number produced 

concerning Levy’s movement. The other half of the agents 

are updated as follows: 

 

𝑠𝑡𝑒𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  𝑗 = 𝑅𝐵
⃗⃗⃗⃗  ⃗ ⊗ (( 𝑅𝐵

⃗⃗⃗⃗  ⃗ ⊗ 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑗) − 𝑝𝑟𝑒𝑦⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑗) (6) 

𝑝𝑟𝑒𝑦⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑗 = 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑗 + (𝑃. 𝑐𝑓 ⊗ 𝑠𝑡𝑒𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  𝑗) (7) 

Hence, the 𝑐𝑓 is defined as follows. 

𝑐𝑓 = [1 − (
𝐼𝑡𝑒𝑟

𝑀𝑎𝑥
× 𝐼𝑡𝑒𝑟)] (2.

𝐼𝑡𝑒𝑟
𝑀𝑎𝑥

×𝐼𝑡𝑒𝑟)
 (8) 

The Levy movement of predators and updating of the 

prey matrix is implemented as follows. 

 

𝑠𝑡𝑒𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  𝑗 = 𝑅𝐿
⃗⃗ ⃗⃗ ⊗ ((𝑅𝐿

⃗⃗ ⃗⃗ ⊗ 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑗) − 𝑝𝑟𝑒𝑦⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑗) (9) 

𝑝𝑟𝑒𝑦⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑗 = 𝐸𝑙𝑖𝑡𝑒⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑗 + (𝑃. 𝑐𝑓 ⊗ 𝑠𝑡𝑒𝑝⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  𝑗) (10) 

In each iteration, the elite matrix is updated with the 

best responses, and the final matrix after the last iteration 

is assumed as the final best solution. The flow chart of the 

MPA model is drawn in Fig.2.

 

 

Fig. 2. the flowchart of hybrid marine predator-based support vector regression model. 
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2.4. Grasshopper optimization algorithm 

(GOA) 

This algorithm simulates the grasshopper behavior to 

reach the best solution[52]. The grasshopper’s life cycle 

starts from the egg, the nymph period, and at last, 

adulthood The swarm-based behavior of grasshoppers to 

path a long distance is trivial in adulthood. This long 

movement of grasshoppers has two features: long-range 

and abrupt movement. The mathematical formulation of 

these features is as follows. 

 

𝑥𝑖 = 𝑆𝑖 + 𝐺𝑖 + 𝐴𝑖  (11) 

where, 𝑥𝑖 is the position of 𝑖 𝑡ℎ grasshopper and 𝑆𝑖 

Defines the parameter that shows the social feedback of the 

grasshopper. 

 

𝑆𝑖 = ∑𝑠(𝑑𝑖𝑗)�̂�𝑖𝑗

𝑁

𝑗=1
𝑖≠𝑗

  ,        𝑑𝑖𝑗 = |𝑥𝑖 − 𝑥𝑗|   ,   �̂�𝑖𝑗  

=
𝑥𝑖 − 𝑥𝑗

𝑑𝑖𝑗

      

(12) 

𝑑𝑖𝑗  Indicates the space between 𝑖 𝑡ℎ and 𝑗 𝑡ℎ 

grasshopper. �̂�𝑖𝑗  defines the unit vector between𝑖 𝑡ℎ and 

𝑗 𝑡ℎ  grasshopper, and  𝑠 is the strength of the social force. 

 

𝑠(𝑥) = 𝑓𝑒
−𝑥
𝑙 − 𝑒−𝑥  (13) 

In the above equation, 𝑓 and 𝑙 are the attraction 

intensity and length, respectively.  

The direction of the wind is a prominent criterion of 

movement because the nymph grasshopper does not have 

wings. 

 

𝐴𝑖 = 𝑢�̂�𝑤  ,   𝐺𝑖 = −𝑔�̂�𝑔                 (14) 

𝐺𝑖 and 𝐴𝑖 defines the gravity force and wind advection 
of 𝑖 𝑡ℎ grasshopper. �̂�𝑤 and �̂�𝑔 show the unit vector defining 

the direction of wind advection and the direction of gravity 

force. Moreover, 𝑢 and 𝑔 indicate the wind drift constant 

and the gravity constant, respectively. Assuming Eqs.12-14, 

Eq.11 can be changed as follows. 

 

𝑋𝑗
𝑑 = 𝑐

[
 
 
 

∑𝑐
𝑢𝑏𝑑 − 𝑙𝑏𝑑

2
𝑠(|𝑥𝑖

𝑑 − 𝑥𝑗
𝑑|)

𝑥𝑖 − 𝑥𝑗

𝑑𝑖𝑗

𝑁

𝑗=1
𝑖≠𝑗 ]

 
 
 

     

+�̂�𝑑             

(15) 

Where 𝑢𝑏𝑑 and 𝑙𝑏𝑑 are the upper and lower boundary, 

�̂�𝑑 is the 𝑑 𝑡ℎ dimension value. 𝑁 shows the population 

number, and  𝑐 are reducing factors which, by increasing 

the iteration, helps balance the exploration and 

exploitation. This parameter is weighting the exploitation 

as the iteration goes up. 

 

𝑆𝐶𝐼 = 𝑚𝑖𝑛 ∑(𝐶𝑖 (𝑃𝐺𝑖

𝑁

𝑖=1

) − 𝐵𝑖(𝑃𝐷𝑖
)) + 𝐶(𝑃𝐷𝐺𝑖) (16) 

In this study, the values of 𝑐𝑚𝑎𝑥  and 𝑐𝑚𝑖𝑛  are assumed 

to be 1 and 0.0001, respectively. 
2.5.  Assessment of hybrid MPA-SVR and GOA-

SVR models 

the accuracy of models in the prediction of 

compressive strength and also the priority of models to 

each other is assessed considering some evaluation metrics 

such as coefficient of determination (R2), root means 

square error (RMSE), mean absolute error (MAE), and 

variance account factor (VAF). 

 

𝑅2 = (
∑ (𝑡𝑛 − 𝑡̅)(𝑝𝑛 − �̅�)𝑁

𝑛=1

√[∑ (𝑡𝑛 − �̅�)2𝑁
𝑛=1 ][∑ (𝑝𝑛 − �̅�)2𝑁

𝑛=1 ]
)

2

 (17) 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑡𝑛 − 𝑝𝑛)2

𝑁

𝑛=1

 (18) 

𝑀𝐴𝐸 =
1

𝑁
∑|𝑝𝑛 − 𝑡𝑛|

𝑁

𝑛=1

 (19) 

𝑉𝐴𝐹 = (1 −
𝑣𝑎𝑟(𝑡𝑛 − 𝑝𝑛)

𝑣𝑎𝑟(𝑡𝑛)
) ∗ 100 (20) 

In the above equations, the desired value for R2 is one 

and for other factors is zero. 𝑡𝑛 and 𝑝𝑛 show measured and 

predicted values of compressive strength, respectively.

Table 2. statistical evaluation results of hybrid proposed models 

Metrics 

Models 

GOA-SVR MPA-SVR 

Train Test Train Test 

R2 0.9797 0.9873 0.9836 0.9939 

RMSE 2.0845 1.9008 1.8821 1.3154 

MAE 0.8587 0.677 0.6576 0.4959 

VAF 97.8783 98.7311 98.2496 99.3944 
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3. Results and discussion 
In this section, the models developed to predict 

compressive strength are being evaluated considering the 

mentioned metrics. The following subsection compares the 

hybrid models presented in this study. 

 

Fig. 3. considered a ranking system for the models to perform a comprehensive comparison 

 
3.1. Models and data preparation 

The models implement the prediction of compressive 

strength developed based on the SVR method. For this aim, 

the accuracy of models is enhanced by optimizing the 

structure of SVR. The tuning parameters mentioned for the 

SVR method are the prominent factors that strongly affect 

prediction accuracy. For this reason, the optimal 

determination of these key parameters is a significant 

matter in the prediction process of compressive strength. 

Two novel hybrid algorithms are presented to select the 

best SVR tuning parameters in the present study. The 

marine predator algorithm (MPA) model is called MPA-

SVR, and the grasshopper optimization algorithm (GOA) 

based model is named GOA-SVR. 

The coupling of the SVR model with GOA and MPA 

algorithm, which in Figs. 2, it is illustrated for the MPA-

SVR model, are in a way that the SVR models as objective 

function receive the input and target variables. This 

function is called and tuned in each iteration by an 

optimization algorithm for C, ɛ, and γ.  The RMSE values 

are assumed as the comparative criterion, and the 

maximum iteration number carries the stop point. 

The dataset collected from the literature is tangibly 

illustrated in Fig.1 and table 1. The assessment of the model 

was performed in two phases of the training and testing, 

where about 70% of the data set with various samples of 

mixed design concerning the age of concrete was selected 

to develop the training phase, and 30% of the dataset was 

considered to validate the developed models. The input 

variables of models are considered non-dimensional by 

calculating their ratios in proportion to cement except for 

the Age and compressive strength values. 
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(a) (b) 

Fig. 4. the scatter plot of the hybrid developed model: a) MPA-SVR    b)GOA-SVR 

 
3.2. Hybrid models assessment and discussion 

The model’s result based on the metrics is listed in 

table 2. The results for R2 showed that the MPA-SVR model 

earned the best value for R2 of 0.9939 in the training phase. 

The R2 value in the training phase for the GOA-SVR model 

is 0.9873, which is a promising value. In the training phase, 

the value calculated for R2 by the MPA-SVR model is higher 

than the GOA-SVR model, with 0.9836 and 0.9797, 

respectively. The model behavior in the case of RMSE value 

shows that the MPA-SVR model has proved 30 % 

enhancement compared to GOA-SVR in the test phase. The 

training phase also reported better values of RMSE for 

MPA-SVR than GOA-SVR by 1.8821 and 2.0845, 

respectively. Considering the MAE values in both models, 

the test phase shows better results than the training phase. 

The result clarifies that the MPA-SVR model also 

demonstrated better values than GOA-SVR. At last, the 

VAF values are improved with 98.7311 and 99.3944 in the 

test phase for GOA-SVR and MPA-SVR in the queue.  

 

 

(a) 
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(b) 

Fig. 5. time-series diagram of hybrid models and difference of predicted and measured values of compressive strength: a) MPA-
SVR     b)GOA-SVR 

 

Fig .3 clarifies a ranking system to evaluate the model 

capability based on metrics results. The ranking system in 

terms of R2 shows that the first and second-best values are 

for MPA –SVR model. for the RMSE, the ranking system 

defines the same trend as R2. Furthermore, the values 

obtained for the MAE change the ranking system so that the 

first stage belongs to MPA-SVR, and the second is for the 

same model in the training phase. The third and fourth in 

terms of MAE are for the testing and the training phase of 

GOA-SVR, respectively. At last, the VAF ranking clarifies 

that the first stage with better values of the VAF is for the 

MPA-SVR model in the testing phase, and the last stage is 

for the GOA-SVR model in the training phase. 

The scatter plot in Fig.4 illustrates the regression 

between the measured values of compressive strength and 

the predicted values of models. As shown in Fig.4, the 

accuracy of the MPA-SVR and GOA-SVR models in the 

train and the test phases are presented. The fitted lines for 

the values predicted by this model in the training and 

testing phase and the accommodation rate of these lines 

with the center line demonstrate the accurate prediction 

capability. It is clear from Fig.4 that the fitted line for the 

testing phase is in more accordance with the center line 

compared to the line fitted for the GOA-SVR model in the 

test phase. Also, considering the fitted lines for the training 

phase in both models relies on the fact that the training 

phase of the MPA-SVR model also serves a better match 

with the center line, which demonstrates higher accuracy of 

the MPA-SVR model to GOA-SVR model. 

The dashed lines depicted in Fig.4 indicate the ±10 % 

deviation of the predicted value of compressive strength. 

Considering this fact, the observed deviation for the MPA-

SVR model has occurred for samples less than 4. This 

deviation occurs in about 7 samples for the GOA-SVR 

model, which highlights the healthy prediction of the MPA-

SVR model
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(a) (b) 

Fig. 6. the error histogram of hybrid models: a) MPA-SVR     b)GOA-SVR 

 

The figure shows the time series distributions of 

measured compressive strength and the predicted values of 

models in Fig.5. the difference between measured and 

predicted values are also provided. The distribution of 

compressive values and the predicted values for the MPA-

SVR are in good agreement and serve the best accordance 

in the time series. This behavior is valid for the GOA-SVR 

model with lower accuracy than the MPA-SVR model. Also, 

considering the difference of predicted values by both 

models and the measured values, the difference is partially 

identical, with little variation in the deviation between the 

predicted and measured compressive strength, where the 

rate of these varieties is higher for GOA-SVR than for MPA-

SVR. 

Furthermore, the histogram and related distribution 

are presented in Fig.6. The density of error percentage is 

understandable in this figure. As shown, for the MPA-SVR 

model, the error percentage is condensed to the range of 

error less than 5%, which can be concluded that the model 

has predicted the compressive strength with approximately 

5% confidence. Moreover, the maximum error reported for 

the MPA-SVR model is less than 15%. The same histogram 

is depicted for the GOA-SVR model, where the error is 

accumulated in the range of 5%. However, error congestion 

is also detectable out of the 5% range. The maximum error 

recorded for this model is higher than the MPA-SVR model 

and heats more than 15 % values. 

 

 

 

4. Conclusion  
The prominent mechanical property of concrete is 

compressive strength which guarantees the performance 

and safety of the structure in its life cycle. Assessment of 

compressive strength, especially for the HPC, first due to 

the nonlinear relationship between the compressive 

strength and the concrete constituents and second for the 

supplementary cementitious materials that are admixed to 

the mix design of HPC, has encountered difficulties. The 

machine learning-based method helps develop reliable and 

precise models to predict compressive strength. In the 

present study, a machine learning-based regression 

method, support vector regression employed to implement 

the prediction of compressive strength. The model accuracy 

is enhanced and strengthened by tuning the effective 

constraints of the SVR method, which is performed by MPA 

and GOA algorithms. A data set of HPC collected from 

literature with admixtures such as FA, MS, and SP was 

considered to feed the models. Models output is evaluated 

with statistical metrics to have a perfect comparison 

between two tune models and show the robustness of 

models in predicting compressive strength. The results 

obtained from the models showed that the MPA-SVR model 

has delivered more acceptable results than the GOA-SVR 

model. the results considering the R2 values imply that the 

MPA-SVR model has presented better values compared to 

GOA-SVR. Also, the MPA-SVR model showed a 20 % 

improvement in RMSE values to GOA-SVR. The 
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comprehensive study of two developed models reveals that 

both models have an acceptable prediction of compressive 

strength. However, the MPA-SVR model demonstrated a 

promising, flexible, and robust prediction of compressive 

strength. 
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